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Executive Summary

This report describes the protocdeveloped for the joint use of iwroprofilometry and R-
flectance Transformation Imaging data spatially referenced to a low resolution 3D mmdel
quired with the scannein order to characterize patches of artworks anthgdes.

The rationale of the protocol is to support multimodal studies as well as easy retrieval of d
ta and processing of a large number of sample/objects in collections.

While in this project the purpose of the proposed protocol is to provide the basic support for
the activities planned imTaskT5.2 - Digital modelling of material appearanéefeatures

and TaskT5.5 - Degradation Identificatio® automatic spatiotemporal Anotationg, the un-
derlying concepts can lead tw proposal for a novel generic way to support any kind od-stu
ies of artworks or material samples based on local multimodal patch based acquisitions.

January 2017 4 UNIVR



Deliverable D5.2 Dissemination Level (PU) 665091- Scan4Recc

Table of Contents

List of definitions & abbreViatioNS...........ouviiiiiiieee e 3
EXECULIVE SUMMIAIY......ciiiie e ee et e e e e e e e e e e e e e e e e eaaaaaaaaaaaaaaens 4
O |01 oo (U To{ o] o I PP PPPOPOUPPPRPT 8
1.1  Purpose of the deliverable.............oooii e 8
1.2 Relation with other WPs, tasks and deliverables...........cccovveveiiiiiiiiiiiiieeeeennn. 8
2. Multimodal Measurements on Cultural Heritage ODbjJecCtS.........ccccceeviiiiiiiieeeennnnnee 9
2.1 Requirements for data fuUSION..........ccooviiiiiiiie 9
2.2  Stateof-the-art of metadata standards...........ccccccvvviiiiiiiiiiiiiiii e 10
2.2.1 Metadata arChiteCIUre...........ceiiiiiiiiiiiiiie e 10
222 Generating Metadata...........ccooiiiiiiiiiiieieii e 11

2.3 CH objects targeted by Scan4RecCo.............coooi oo 11
3. The proposed protocol for organized data annotation............cccccevvvvevveieeeeeeeeenenn. 12
I 70 R € 1= =T = | I o 11 (=T o (= U 12
3.2  Artworks and samples metadata annotatian..............ccccoeeeeeeeccc, 13
3.21 ODJECT VL. 13
3.2.2 AGING IEVEL .. 13
3.2.3 ANNAALION tOO0] ....cci i 14
3.24 SHUAY LEVEL.. . a e 14

4. Joint multimodal fusion procedures for surface analysiS............ccccovereeeiiiiininennn. 17
4.1  RTI vanicroprofilometry alignment protocol................cooooiiiiiiniiiviiiiieieeeeeeeee, 17
4.2  Protocol for registration of RTI anchicroprofilometry to global geometry........... 19
4.2.1 Acquisitiontime registration............ccccceeeeeeeei e 19
4.2.2 POSENOC registration.............ooooi i 20
4.2.3 Detection of flat and uniform surfaces............ccoooceeiciniiiiiiiiiieeee, 20

T =11 0] o] [T PPRP 21
5.1  Project SAMPIE STUAIES........ceiiiiiiiiiiiiie e 21
G O 0] o Lo 11 T LRSS 22
L] (=] €= o = PSSR 23
Annex 1: Global 3D scanning ProCeAULE.........o.ovviiiiiiiiiiee e 25

January 2017 5 UNIVR



Deliverable D5.2 Dissemination Level (PU) 665091- Scan4Recc

Table of Figures
Figure 1 Query/retrieve Information models for DICOM archives (left) and for our archive (righ®).

Figure 2: Tool for annotating metadata.pTdab for inserting metadata fields for the CH Object.
Bottom: Tab for filling in metadata for the Aging treatment...........cccceeeeeiiiiiiciiiiiecee e 14

Figure 3 Graphical user interface to mania provide correspondences between signals from RTI
(left) andmicroprofilometer(right). In this example the chosen signal has been the normal map field,
and four correspondences have been SeleCled.........uuuviiiieeiiiiicciieec e 18

Figure 4 Angular errors. Colecoded angular errors (degree) Tl estimated normals wrt
L aToTc0] o] o) 11 00] 431 1.5 /Z0 19

Figure 5: Using external camera/sensor to provide reference 3D space alignment metadata for
microprofilometerstudies. A similar approach can be used also with RTI acquisition.............. 20

Figure 6: (Top) The reconstructed 3D model of an object. (Middle) After plane segmentation is
performed the object is divided in several planes with each color corresponding to a plane. (Bottom)

The green square has beennsputed after the patch detection algorithm concludes................. 21
Figure 7 Angular differences estimated from spatial registration of Scan4Reco silver samples after
[0 =1 e g = 1o T 07 | PRSP 22

Figure 8: Scan4Reco Architecture Diagram. The depth sensor and the 3D scanning module used for a
global 3D reconstruction of an artwork correspotadthe HW/VISDEPTH and SW/SCAN modules of
the SCANARECO ArCHILECTUIE........uiiiiiiiiie et e e e e st rre e e e e e e e e e e e e na 25

Figure 9: 3D Scanning Overview: The artwork is recorded by a depth sensor from migdtigeising

a rotary stage. The recorded point clouds are processed so as to discard areas based on Sobel filtering
and normal information and, then, are aligned using the calibration of the depth sensor and rotary
stage. Finally, voxelization, 3D surfacel texture reconstruction are performed on the accumulated

point clouds to generate the 3D MOAEL..........cuuiiiiiiiiiii e 26

Figure 10: 3D Scanning Setup: an artwork is rotated by aatad rotary stage [16] and is recorded

[0} VA= W0 [T o] 1 T T=T 0 1<) a1 /A PSSP 26

Figure 11: Recorded depth and color maps of a replica statue for various rotation anglesathtiye

L] =T O SPPUPPRTPPPIN 27

Figure 12: An example of applying the Sobel filter on a depth map.........ccccceevviieeiiiiiiieennns 27

Figure 13: An example of removal of inaccurate regions using normals: the angle between the depth
sensor ray direction and normal vector is bigger than 40° in the red regions............ccccocvveeee. 28

Figure 14: The final point cloud consisting of 45 consecutive point clouds aligned in the same
LoTo L] o [T FoY (= TES1 YA (= o VN 28

Figure 15: The coordinate systems of the depth sensor and rotary se&mdi denote the center

and the normal vector Of the rotary Stage........ccceeeiiii i 29

Figure 16: 3D points}(p4 ¢@ are tracked on the rotary stage. He® As the center of the stage and

J IS ThE FOtAtIoON ANGIE.......iiiiii et e s 29

Figure 17: A voxelization example using a confidence factor for each point: The statue has been

recorded by a depth sensor (recordings 1 & 2). The red and green regions correspond to the same

region. Using the angles between the sensor ray direction (r) and the nofm@isthe pointsb E

belonging to the red and green regions, the two respective confidence faad £Q galues are

calculated. After voxelization, the points of the gneegion (recording 1) are only kept sindeO>p

FEQ Gttt ettt ettt et e et et e et et e et et e eaeeaeere et et eneens 30

Figure 18: The Euclidean distanteS 1 6 SSy KA LJA | yR f Sy 3iKabrdhzel Of 21 KQ2
artwork are computed before (middle) and after (bottom) filtering and compared to the real values

(0] o) PP PP TR PP 31

Figure 19: The Euclidean distarmween eyes and the length of nose and mouth of a replica statue
are computed before (middle) and after (right) filtering and compared torda values éft). ........ 31

Figure 20: Poisson surface reconstruction example in 2D.[20]........ccoiiiiriiiiiiiiiiiiiiieieeee e 32

Figure 213D surface reconstruction of a point cloud consisting of 45 consecutive aligned point clouds
(see Figure 14) using the Poisson Surface Reconstruction algorithm.[20]................cccuiiineen. 32

January 2017 6 UNIVR



Deliverable D5.2 Dissemination Level (PU) 665091- Scan4Recc

Figure 22:(Top) A 3D reconstructed model. (Bottom) For each camera VAclwe see the
corresponding faces that are more clearly visible. Visibility is measured using the inner product of the
face normal and the camera PriNCIPBECION..............ciiuiiiiiiiiiiee e 33

Figure 23:Texture reconstruction example of the 3D modelFifjure 22 On the top we see the
colored point cloud without texture mapping whereas orethottom after the described algorithm
concludes. For comparison purposes, the object is depicted on the bottom..................ovveee. 34

Figure 24 The color images used in the textueconstruction example dfigure 23...................... 34

Table ofTabks

Table 1: Metadata fields for Culturderitage object............ccciviieiiii e, 13
Table 2: Metadata fields for AQiNG PrOCEAUIE............cociiiiiiii et 14
Table 3: Metadata fields for RTI acquisition. The fields grouped into wrappers areodem: Setup,
Hardware, Software, Spatial Reference, data files and encading.............cccceeiviiiiieiiniiieenens 15
Table 4: Metada fields fanicroprofilometricAcquisition. The fields grouped into wrappers are color
coded: Setup, Hardwar&oftware, Spatial Reference, data files and encoding......................... 16
Table 5: Metadata fields for lowesolution 3D scanning. The fielgsouped into wrappers are coler
coded: Setup, Hardware, Software, Spatial Reference, data files and encoding..................... 16

January 2017 7 UNIVR



Deliverable D5.2 Dissemination Level (PU) 665091- Scan4Recc

1. Introduction

1.1 Purpose of the deliverable

Denvonstration of multimodal study of artworks or material samples for monitoring aind d
agnosis is one dhe main goa$ of Scan4Reco. The use of diverse information captured by
different devices is a key factor for characterizing surface (and volumetric) features @f mat
rials as well as to analyze their degradation.

In Scan4Reco one of the processing pipslimeeds to jointly processwo high resolution
surface datssets(RTI and microprofilometry) captured on a potentially larger objecten s
lected approimately flat regions. The object is also reconstructed with a coarse 3D scanning
that can be used to support spal referencing, alignment or capture of the local patches.
This joint acquisition steps are described in this deliverable.

In order to fully exploit the information provided by the different devices it is mandatory to
develop accurate and repeatable measment proceduresto record all the available gt
tainformation linking all measurements to the object description, storing all the details
about the measurement devices and procedures, and supporting spatial alignment of the
data with specific informationFurthermore, collecting multimodal information for time
analysis anatlassificatiorrequires also an easy retrieval of selected studies in a collection,
and this can be obtained with a careful data organization of data based on the specific kind
of studies to be performed on them.

This deliverable, thereforejoes notdescribes thegenericprotocols used in Scan4Reco to
capture singlepatch based surface measurement (Reflectance Transformation Imaging and
microprofilometry) on samples and artworkalready described in D3.4a procedure for e-
quisition of a global 3D scan is here provided in Annekdj defines methods tstore the
related information andalso a data organization protol used to storeall the metainfa-
mation at different levels (artwdt, ageing, studyin an easy to handle collgion, allowing

the association and alignment of patch based measurementsaagidbal low resolution 3D
scan Furthermore it describes example methods for the joint processing of the information,
sketching spefic procedures to jointly register the data on the basis of the acquisition pr
cedures and data content.

The basic idea of our work is to define a data organization similar to the one used in the
medical domain by the DICOM protocol, supporting the conoéptultiple studies on a '@

tient" that corresponds to an artwork or a material sample, organizing a hierarchical data
storage with unique and standardized metadata for easy data query and refraavasup-
porting prealignment of patches withespect tothe global model.

1.2 Relation with other WPs, tasks and deliverables

This deliverable is mainly connected with task 5.1 "Msstsorial Data Fusion" and with the
tasks 5.5 Degradation Identification and automatic spatiotemporal Annotation. However,
the protocol for the multimodal surface acquisition/analysis is relatechémy components

of the global Scan4Reeachitecture apart from the Global scanning and surface acquisition
components (HW/VISDEPTH, SW/SCAN, SW/REG, HW/MPROF, HW/MSRTI, HW/HDMSRI,
SW/SWSURF, SW/RTIPROC), the protocol is related to the Sample/artwoakapoa
modules and the global protocol defines the SW/ANNOTATION module: is related te-the A
sisted Positioning components, that must provide the annotation of patches position and
orientation in the global reference frame. Finally all analysis moduteking on multimodal
data could benefit of the proposed data organization allowing easy query/retrieve of-mult
modal data for visualization, fusion, model training and testing.
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The organized data archive of the data captured in the Scan4Reco multimo@alesanay-
sis acts as a hub connecting all the system components like the PACS system doe¢-in digita
ized hospitals. This mak#dse query/retrieval and analysis of datasy

2. Multimodal Measurements on Cultural Heritage Objects

2.1 Requirements for data fusio

Several authors pointed out the importance of exploiting multimodal 3D capture techniques

for artwork documentation. In a recent survey, Remondino gtthhoted that "there is an

increasing use of hybrid sensors and platforms, in order to collect as many different features

as possible. The combination of different data sources allows the creation of different ge

metric levels of detail (LoD) and the exploitgfio 2 F G KS AYyUiNAYyaAxO I RO yGl =
The use of multimodal information presents several challengef2]lis pointed out that

"The main difficulty is to face the multiple dimensions of the data acquisition and the#-regi

tration into a common spatial reference system". Several works in litezaderals with mis

timodal data registration for CH applicatiof$3.

However, prior to study specific solutions for the algorithmic alignment and integration of
two or more data sources, we believe that there is a first requirement for the organization of
multimodal studies thatis the definition of a generic protocol where both the imaging-pr
cedures and the multimodal studies are organized.

We need toconsider thespecific studiegor the analyses and monitoring tasks of interest
and support them with an organized storage of all the relevant information that can then be
exploited by enelsers.

A similar protocol or framework is currently missing in the CH domaiinit is actually the
first requirement for the joint use of multimodal information for practical tasks.

As previously noted, this can be realized inspired by the Radiology procedures, defiing pr
cedures for the annotation of objects, defining standardqedures for each kind of midt
modal study on each object, defining the set of acquisitions planned, and storing atl-the i
formation that is relevant for the study finalizati@s metadata

For instance, the surface analysis planned in Scan4Reco fot abggmaterial samples, &
tures the rough global modelling of the object, the acquisition of microprofilometry and RTI
capture on approximately planar patches at different ageing conditions, and the jant pr
cessing of the data.
This kind of study requige

9 a standardized annotation of objects and samples

1 well defined procedures to captumata and standardized annotations of acquisition
protocols
9 support for (rough) spatial referencing of patches on the global object

The proposed protocol and frameworkvgs the support for performing the study ied
pendently on the specific visualization, fine scale registration or specific techniques for joint
processing of data to recover useful parameters.

We underline this fact as in CH as in medical domain is mandaisupport the interope-
ability of different operators and vendors, and the research on different kind of studies to be
realized on the same data.
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2.2 State-of-the-art of metadata standards

The enrichment of Cultural Heritage digital collections simultarsty with the growing
number of available technologies brings along the imperative need for managingethe r
sources in a clear and organized structure that could ideally converge to a common standard
[4]. This need is fulfilled by metadata, which is implemented in ordér ®S &8 ONA 6 S A RSY
and facilitate KS | 00S&aaz dzal 3S ' yR YI {5 Achafaysie- 2 F 0 RA
sential for keeping track of the full l#eycle of a Cultural Heritage asg6t, andthe inter-

mediary activities involved in generating an output digital model from an input phydieal o

ject[8]. In other words, metadata opens the gate to irgegtation, providing extraneaning

and a legend on how to read andrnect raw scientific datasets.

Metadataare particularly usefuto support data analysis the field of 3Dscan where there

is a high level of heterogeneity in the choice of technologies, instruments and methodology
that can contribute todata captureand data processing6], and where it is likely thatlata
fusionis applied not singularly, but multiple times at different phases of a 3D reconstruction
[8].

The need for order has convinced eunsers and stakeholders of Cultural Heritage to add
metadata systems to their projects. This resulted in an inflatioproject-tailored metadata
schemashat achieve the a¢hoc purpose for which they have been creatédf make the

task of standardizatiordifficult. ~ This latter drawback is generally compensated for by
metadata mappingghat employ semantic interoperability by liaising equivalences between
various standards. Adding anothalstractization level5], ontologiescan be built upon the
skeleton of metadata mappingf9] preseits an overview and assessment of the different
metadata schemas developed for cataloguing and documenting Cultural Heritage and then,
in a later work{4] they propose a metadata standard, STARC, for 3D objects that birgs t
gether the missing parts identified in the previous research. As a result, they highkght a

of characteristicsthat shouldn't be overlooked in the documentation of 3D objects: digital
provenaice, paradata, software involved, capturing devices, methodologies pursued and full
pipeline for deriving the final results.

Indeed, digital provenanceand paradataseem to be generally acknowledged as keg-fe
tures for the metadata of 3D objects in thigetature [6], [4], [8]. [6] make the distinction
between provenance the collection oftechnical processelnked to the origins and deriv
tions of the digital resource and paradata holds information about theiman processes
responsible for the understanding and interpretation of the CH asset. Furthermore, &iey d
scribe how provenance is covered by the CRMdig scHéflagive credit to the paradata
principles of the London Chart§t1] and integrate the couple provenangmradata within
the CARARE framework fosteredthg Europeandata Model[12] finding a good commr-
mise between specifiprojectsneeds and standardization needs for the 3D ICONS project.
Digital provenance is viewed adblueprint of a cultural artefact and storing this information
translates into the possibility of tracing down the authentic obji&jt At the same data,
paradata funishes theintellectual transparencywithout which the blueprint would othe
wise be illegible.

2.2.1 Metadata architecture

Roughly, there are two main approaches for modelhimgtadata[6][12]: object-centric and
event-centric. In the first approach, the object is in the spotlight and dedicated attention is
given to creating @ahoroughly descriptive characterization of the cultural heritage asset and
its attributes. From this category the most widespread standard iDilglin Core metadata
set In the second approach, the focus is relayed to the sequence of events that tinalcul
object had taken part into. A representative standard of the examritric metadata mode

ling isCRMdig which defines the following event instances: project creation event, the o
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ject acquisition event, the detailed sequence event and lastly, auoapevent for every
GSYRBYOSNE YdzZ GAYSRAF FAES® ¢KAA NIGA2YITES
structure of a typical acquisition campaign, as remarked My where the commonplace
folder levels identified are as follows:

- Project root directory enclosing all the relevant data about the project
- Object directoryg contains data for each of the captured objects
- Sequence directory for eat captured object, one folddor each series of measurements

Similar to the hierarchical folder structure is also the organization basedrapper ek-
ments. Wrappers group relative information, usually lacking a stalothe semantics d

cause their semais is driven from the constitutive elemenfs]. The STARC scherdd
stands as example of a wrapper based structure. It is made up of one global wrapper named
PROJECT and is divided into four main wrappers (Project Information, Cultural hestage A
set, Digital Resource Provenance, Activities) theth&r branch into subwvrappers.

For largescale projects, where storage is more problematic and the amount of data b
comes harder to monitor with the abowaentioned architectures, the solution could be
switched to arepository-centric approach introduced by the work of8]. They present the
design principles and implementation choices of a distributed object repository for cultural
heritage objects. The focus is given here to the admiatigtn and architecture of a central
repository server, which can facilitatiatabase queries and reporting.

2.2.2 Generating Metadata

The sefar tackled theoretical aspects have sketchedpmeamble on how demanding
metadata collection could be in practice. Ap&dm being a resourceonsuming process
(time, human resources, financial resources,)elit is also very prone to errors as it is semi
manual and user intervention is necessary. For this reasonyéc@mmendedadheling to

an automation of the metada generation process. The nariviality of this task hagiven it

a quiet closeto-silent voice in the Cultural Heritage literature. Howevidi3] proposes a
Metadata Generator by using generic dynamic input forms for annotating the digita¢prov
nance and the semantic links. They opt forkejue pairs to store essential informatiortan
intermediate formats, that they later overlay on Resource Description Framework templates
to generat final rich metadata formats.

2.3 CH objects targeted by Scan4Reco

The Cultural Heritage assets muttbdally acquired in the Scan4Reco project can bi¢ isp
two categories:

1 Samples developed in controlled laboratory conditions, which recreate the appea
ance and material composition of real CH artefacts.

1 Signed artworks originating from cultural institutions, museums, private collections.

In Scan4Recdhree sampledatasetshave been createdwith different basis material (silver
plates, bronze plates and eggmpera patches on cardboard) on which several coatings and
treatments are initially applied and then artificial aging is monitored over fixed nmtsnie
time.

These data will allowuantitative tests or assessment and the possibilityrtodel thespa-

tio-temporal change in appearance triggered along the applied process#ssite dema-

stration will be based on acquisitions performed on sighed arao

Multimodal surface analysis in the two ksdf objects is different, as fosmall surface
patches it is possible to capture full shapes both with RTI and microprofilometrgnama-

profilometric scan can be used as reference 3D md@iedn4Reco matial samples, howe-

er, have the necessity of recording the ageing information useful for ageing modelling.
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Patient Artwork/sample

l Instance (image) Instance
(spatla(l)%nrefere,nced w
ation) .

Figurel: Query/retrieve Information models for DICOM archives (left) and for our archive (right).
3. The proposed protocalor organized data annotation

3.1 General architecture

The specific procedures for local surface capture with RTIng@ntbprofilometryare just a

part of an object study that we organized with a generic protocol for annotation and data
organization. The basic idea is to follow a procedure similar to the one used for medical i
aging studies in hospitals. Each object of study (artworkaterial sample) is the equivalent

of the patient and when its study is started, it must be annotated registering its basie info
mation as it is done for patients in Radiology Information Systems (RIS). We defined ther
fore a set of tagralue couples defing this information.

As for each object in Scan4Reco we will have also different artificial ageing procedures, we
also defined ageintgvel metainformation that can be stored in another group of taglue
couples. This informatiodifferentiatesnatural and artificial aging procedures including also

all the relevant information on the artificial aging devices and protocols used.

Medical doctors plan sets of diagnostic imaging captures with different modalities and there
is a standard for execution and sége of different imaging studies in PACS (Picture Archive
and Communication System) systems. And for each disease treatment there are typical sets
of imaging studies planned, executed and stored and an organized information flow- Mult
modal data are colléed and radiologists /medical doctors can retrieve data, visualize and
process them on radiology workstations. The creation of a full DHik&Mprotocol including
definitions of all services and objects required in the CH domain clearly goes beyond the
smpe of our work, but we believe that it should be developed by the community.

We jug organize artworks and sample studies in the same way as in patient study, similarly
to what is done in the DICOM3 protocol. For each uniquely annotabgect (artwork or
sample) we can acquire several imaging studies and stiwem with all the possible
metadata. These data are stored at the study level of our hierarchical organization and can
be retrieved using the standard information model for Query/Retrieve that IGAM is
based on Patient (object), Study and Series. We added in the hierarchgnadging level to
account to possibly different natural or artificial aging procedures performed on the objects.
Data stored in our archives are not necessarily standaedy@s, but typically data (surfaces,
clouds, grids) spatially referenced in a global coordinate system. Note that this unigue sp
tial referencing should in general be provided by the study protocol and it immaotatory

in the metadata set. We thereforeesteloped specific methodologies to recover the useful
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information by adopting ad hoc strategies in the acquisition phase and using specifia-comp
tational solutions.

3.2 Artworks and samplesnetadata annotation

Our metadata schema is modelled by ewent-centric designwith the following folder le-

els: Object¢ Aging moments; Acquisition seriedVithin the acquisitiorseries we have d-

fined specific metadata standards for each of the three acquisition methodsmiFopro-
filometer and Low resolibn 3D scanning. The Acquisition metadata fields are grouped into
several wrappers: Setup specifications, Hardware specifications, Software specifications,
Output files and Spatial Reference.

3.2.1 Object level

Theobject levelincludes metadata which givesfammation about the characteristics of the
physical cultural assebe it a sample or an artworkhe fields are describad Tablel.

Tablel: Metadata fields for Cultural Heritage object.

Field Description

Represents a unique combination of alphanumeric characters that references 0 a
uiD . L

sample or an artwork in the project's database.
TYPE The type of artifact: to be chosen between artwork or lab simulated mock-ups (samples).
NAME The text that describes the name of the sample. It also identifies the sample/artwork, but

not necessarily unique.
AUTHOR The person who created the sample or the artwork.
Where the object comes from: museum collection, research laboratory, cultural

SOURCE —
institution, etc.
DATE OF CREATION The date and tnan_ when the physical object (sample or artwork) was completed. Format:
- - dd/MMIYY hour:minutes
DETAILS OF CREATION This _mlght refer on how the sample was created, the history, chronology or steps of
- - creation.
EXTENT Refers to the physical dimensions of the sample or artwork (height, width, thickness).

The description of semantics has to briefly guide through the content of the sample or
artwork. Example 1:

SEMANTICS_DESCRIPTI the sample is made up of 95% uncoated silver (leftf) and 5% coated silver (right).

ON Example 2: the artwork is an
Icon depicting Virgin Mary.
MATERIALS The constitutive elements that make up the sample/artwork and their type: metals,

pigments, support, efc.

The status of the samplefartwork that might regard the following characteristics: novelty,
previous restoration,

CONDITION visible aging effects. Example 1: new, out-of-the-oven sample, with no aging effect.
Example 2: painting was

partially restored on <date>, but there is still visible a red pigment discoloration.
Restoration method that an artwork has undergone or the chemical treatment applied to
a sample at the moment of creation.

TREATMENT

3.2.2 Aging level

Since each object will be acquired at definite moments in time, the aging folder level ®tised m
describing the type of agingnatural or artificial) . Aging-related fields group is shown in

Table2.
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Table2: Metadata fields for Aging procedure.

Field Description
Unique identifier of the aging process, that can be made up of a unique combination of
uiD alphanumeric characters, which ought to be representative of the aging method applied

and the time frame. Example 1: UV Exposure — t1.
The category of aging process: artificial (human-provoked) or naturally (due to the

TYPE passing of time, without human intervention).

DATE The data and time when the aging treatment was applied.

LOCATION Geographical place where the aging process has taken place.
METHOD_NAME The name of the aging mechanism involved.

SCIENTIST_IN_CHARGE The person in charge of the conducting or supervising the aging process.
DESCRIPTION Description of the aging method.

AGENTS The hio-chemical agents responsible for the aging.

The theoretical expected change in the appearance, structure and geometry of the
physical object onto which the aging effect was applied.
ATTRIBUTES_AFFECTED The intrinsic properties of the object that were affected by the aging process.

EXPECTED_EFFECTS

3.2.3 Annotation tool
In order to optimize the metadata documentatigmmocess we have developed an anrat

tion tool with form fields and generic formats in this sense. Similarly to (Schrottner, 2012),

we use tagvalue pairs, with generic formats and as recommende(Didndrea,2013), we

adhere to the use of controlled vocabulariesspecially for materials and techniques, as a

way to limit the errors and help the useFigure2 shows a snapshot of the usetérface d-
lowing an easy annotation of aging and object properties.

N

Figure2: Tool for annotating metadata Top: Tab for inserting metadata field®r the CH Object.
Bottom: Tab for filling in metadata for the Aging treatment.

3.2.4 Study level

The study level includes all the information related to the single studyEach study includes
metadata and measurement files. In our organizedrchive, each study correspondgto a data
folder including the study files. For a RTI study, metadata are divided in groups (as in DICOM
headers) related tosetup, hardware settings, aftware settings, measuremenfiles, spatial

reference(
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(appearance profiles and cropped image stacksstored in the

same folder and described in the metadata list.

Table3: Metadata fields for RTI acquisition. The fields grouped into wrappers are colmed: S&
up, Hardware, Software, Spatial Reference, data files and encoding.

[Field

Description

ACQUISITION_ID

Unigue ID of the acquisition

ACQUISITION_DATE

Date and time when the acquisition was performed.

ACQUISITION_TYPE

The type of study applied to the object, such as: RTI, Microprofilometry, Low-res scanning, etc

LOCATION_NAME Geographical place where the acquisition was performed. Example: Verona, Sardinia, etc.
OPERATOR_NAME The name of the operators
SETUP_TYPE Highlight or Dome.
Description of the dome or the objects included in the capture scene, number of spheres, the use of frame, calibration
SETUP_DESCRIPTION targets, etc

CAMERA_OBJECT_DISTANCE

Approximate distance from the camera to the object in cm.

CAMERA_ID

The camera's id s composed of the CameraName_LocationAbbreviated. Example: NikonD810_VR

CAMERA_CHARACTERIZATION

Pointer to the file/folder comprising information about the camera, technical specifications , measurements, etc.

LENS_ID

The lens id is comprised by the brand and focal length of the lens. Example: Nikkor_50mm

LENS_CHARACTERIZATION

Pointer to the file/folder comprising information about the lens, technical specifications , measurements, efc.

FILTER_ID

The name of filter used, if any.

FILTER_CHARACTERIZATION

Pointer to the file/folder comprising information about the filter, technical specifications , measurements, etc.

LIGHT_SOURCE_ID

The name and type of light source used.

LIGHT_SOURCE_CHARACTERIZATION

Pointer to the file/folder comprising information about the light source, technical specifications , measurements, etc.

SPECTRUM_RANGE

UV, Visible or Near Infrared

CAMERA 150

The sensitivity to light of the camera sensor.

CAMERA SHUTTER_SPEED

The exposure fo light of the camera sensor.

CAMERA_APERTURE

APPEARANCE_PROFILE_INFO_FILE

The opening letting the light reach the camera sensor.

A text file auxiliary to reading the appearance profile name, giving information about the dimension and type of
appearance profile file. The name of the appearance profile infa file is typically the sample name, with the .info

APPEARANCE_PROFILE_DATA_FILE

Name of the binary file that contains for each pixel, 9 numeric coefficients characterizing the light direction, together with
the reflectance value, encoded either as a single value (monochrome intensity) or a 3-channel value (corresponding to
the R, G, B chromaticity). The name of the appearance profile file is typically the sample name with .apx or .aph

CROPPED_IMAGES

Pointer with a folder with the original images cropped in the region of interest of the sample

POINTER_TO_THE_RAW_DATA

Pointer to a UID of a folder with the original image acquisition

Similarly,microprofilometric data are characterized by a large amount of information that is

organized and grouped ahown in Table4. Measurementfiles can be actually stored in

different formats(text, raw binary, tiff), specified for each instance in the related metadata.
Low resolution 3D scans are stored irt@dy as well, coupling the mesh file with a metadata

header as shown imable5.
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Table4: Metadafields formicroprofilometric Acquisition. The fields grouped into wrappers are color
coded: Setup, Hardware, Software, Spatial Reference, data files and encoding.

[Description

8 ID of the
Dale and time when he doquisiton was performed.
The «thq&Wuﬁnx
cal Jocation of where the acquisiion was performed. Example: Verona, Sardnia, elc.
n-no ummmum
Descripion of the p S of the setup
mnuﬂ-muwmamm
The name of the probe.
The pasiioning of the peobe, reiatve to the sampie — vertical of horzontal.
| The frequency of the CCD sensor inside the probe. Measured in Hertz.
The executing power of the peobe.
The manmurn possidie power of the prode.
The worst possibie power of the probe.
The name of the lens.
An identifier of the type of lens.
[An identier of the type of lens.
The minimum distance from e lens, aer which the surface of e object becomes opiically optimal.
The maximum distance from the lens, afer which the surface of the cbject bacomes optically optimal.

e

The power of the ight source.

|wumaum%uww

the dewce.
X-aus ongn of the coordinate system at the start of the measurement.

Mﬁ%dhmﬁdhm the measurement.

centers n xand y measured in mimeters.
mmbuuﬁﬂmngﬁﬁu&ﬂ
coverage of the measured area by 00 e X255, The unit of measre

{Is milimeters.
|;mdhm“undbyhmmhmﬁnﬂdm
Is milimeters.

i number of measured points on the x-axs.

HEIG The number of measured points on the

e operator purpase
reducing any possible vibration effect. The distance is traversed by the instrument at the beginning and the end of each line of
measurements.

A binacy file !hat contains a 10 array of signal 10 NOSE rato metnc, compuled for every measurement. The fie can be laler
reshaped into

|3 2D array according 1o the the number of rows and columns of the acquisition. The snr file name is typically AcquisiSoniD with
SNR_FILE S0r estension

ISNR_FILE FORMAT Data type format used for encoding the signal-to-noise-ratio values.

A binary file that contains a 1D array of values storing the indexes of successiul measurements. The file can be later reshaped inlo
|2 20 array accoeding to the number of rows and columns of the acquisition. The tag file name is identical to the Acquisiton 1D,
TAG_FILE with tag as extension.

[TAG _FILE_FORMAT A data format used for encoding the ndexes of successiul measuremeants.
A Dinary file hal contains a 20 array of e raw GIStance vaiues, COmected 1or MISSNg valses. e Mask fie Name 1S 10entical 1o he.
DIST_FILE Acquisiion 1D, with .mpf extension.
DIST_FILE_FORMAT The file format use %o store the depth matrix. Typicaily raw 32 bt ficat. but also tf, xyz point doud.
A binary image which masks Ut the measurements thal fall out of the optemal range of the 1ens of that have a comesponding SR |
value
MASK_FILE Lower than 500.
MASK FILE FORMAT The file format used 10 store the binary mask information

Table5: Metadata fields for lowresolution 3D scanning. The fields grouped into wrappers are color
coded: Setup, Hardware, Software, Spatial Reference, data files and encoding
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Field Description

ACQUISITION__ID Unique ID of the acquisition
ACQUISITION_DATE Date and time when the acquisition was performed.
ACQUISITION TYPE The type of study applied to the object, such as: RTI, Microprofilometry, Low-res scanning
LOCATION_NAME Geographical location of where the acquisition was performed. Example: Verona, Sardinia
OPERATOR_ID The unique identifier of the operator who performed the acquisition.

OPERATOR_NAME The name of the who conducted the acquisition.

SETUP_DESCRIPTION Description of the particularities of the setup.

The scanning device used for capturing the object and the cloud of points corresponding

SCANNING_DEVICE to the object's geomelry.

RESOLUTION The resolution of the scanning device.

ACCURACY_VALUE A numeric value that indicates the accuracy of the 3D scanning procedure.
TOOL_VERSION A numeric value that represents the tool's version used for scanning.

. X ) ) ginin’

- TmON S C n the | <

QUTPUT_FILE 3D scan file name

OUTPUT FILE_FORMAT Mesh/Point cloud format

4. Joint multimodal fusion procedures for surface analysis

The Scan4Reco surface analysis protocols aim at capturing and proaessinmglated to
the superficial layer of a sample/modp or an artwork. The signals used to analyze the su
face are the data coming from RTI anecroprofilometricacquisition compoants.

RTI and microprofilometriacquisition techniques have been already described in ther-deli
erable D3.4and a procedure for global 3D scanning for patch referencing is provided here in
Annex I.

However,after the capture and before the actual procesgiand analysis tasks, a series of
procedures have to be put in place in order to register those signals and convert them in a
single, fused, manageable representation.

Those procedures to associate spatial referencing are different whether we perfddnack A
quisitions of samples or ONSITE artwork acquisitions. In the first case, we capture planar
samples of small size and thd@croprofilometer gives the reference coordinate system with

no need of further rough scan. In the second, RTlmiwoprofilometry data are aligned to

a reference frame defined by a global 3D scan; that available holistic rough 3D data will be
used to guide the positioning system, and to align further, different planar patch scans. Note
that several patch studies can be done for eablject/sample, both differing for location or

any other acquisition parameter (e.g. different wavelengths in RTI, different lenses in MP).

In this context, we first need a procedure to align the RTI image stack toitimeprofilome-

try data, which come &rm samples (LAB) or from small planar patches on the surfaga-geo
etry of an artwork (ONSITE). In addition, in the case of the ONSITE environment, we also
need a procedure to register RTI andfoicroprofilometrydata of patches onto the global
reference fame acquired by the global scanning architecture components
(HW/VISDEPTH,SWISCAN); the latter ghapossibility of aligning novel, future RTIroir
croprofilometryscans on the global reference system.

In the definition of our joint registration procedes, we rely on the information coming

from the general annotation/storage protocol already defineBlor each object at eaclga

ing stage we have a series of annotations, aging information and metadata, and we use a
subset of them to assist and speed upetfusion procedure. The result of the registration
pipeline is additional information stored in our organized multimoatahive whichs useful

for the successive processing and analyses. The input metadata for RTI are the irdrinsic p
rameters of the camara sensor, light geometry and intensity calibration data, and the pixel
coordinate of the cropped image regions used to build the Appearance Profile stack. Similar
metadata comes from thenicroprofilometrydata format (e.g., probe step size, range map
dimensions, etc.). The main scope of the joint registration procedures is to produce a series
additional metadata (e.g., extrinsic parameters of sensors) that express the 2D and 3D data
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of RTI,microprofilometryand global scan in a consistent, unique refeerdrame. For the
organized archiving and communication, resulting metadata of each acquisition/processing
are stored as indicated in Section 3.3. The Rithoprofilometryalignment protocol will -

fine the origin and orientation of the RTI camera sensith respect to themicroprofilome-

try depth range map, while the registration of RTI foicroprofilometry) to the global 3D
holistic scan will provide the position and orientation of the acquired small planar patches
onto the global geometry.

4.1 RTI vamicroprofilometry alignment protocol

The goal of the fusion protocol to register the RTI aridroprofilometrydata is to compute

the position and orientation of RTI camera sensor relative to the reference depth map from
microprofilometer. It is based on anmageto-geometry registration procedure that pe

forms a Mutual Information analysis between the two signals. This alignment protocetis us
ful both in the LAB environment capture and in ONSITE acquisitions. In the first case, we
R2y Qi KI @S linfavedanitie Suhca dcdligition and characterization, so that
the final reference frame for further computations will be th@croprofilometergeometry.

In the ONSITE environment, the fused data from RTInaiccoprofilometrywill produce a

first representation of a small planar local patch that will be aligned afterwards to the global
3D scan.

As mentioned before, the input information for this fusiprocedure ighe microprofilome-

try depth map and some data/metadata from RTI, i.e., intrinsic paramsedf the camera
sensor and an image with a view point equal to the RTI data (e.g., normal map). Since the RTI
image stack has been captured from a fixed viewpoint and varying lighting conditiégs, it
suffident to align just one image to the 3fometry in order to register all the information

in the stack onto the sample or planar patch geometry. The image used for the registration
could be one of the images in the stack, or, more likely, an image computed by an image
stack processing routine (e.g.tmormal map field).

The basic registration process consists in two steps: a rough manual alignment anad-an aut
matic refinement.

The manual registration aims at building the first link between the 2D information offRTI i
age stack and the 3D data fromethicroprofilometerdepth map. Since the intrinsic camera
parameters has been already computed for the RTI data in a previous calibration step, the
user now has to select a small set of-2D correspondences (at least three, but likely more

for a better, nmore robust first estimation). A graphical user interface (Bagure3) will pro-

vide the user with two images, one from the RTI and the other fnuisroprofilometrydata,

and he can select corresponding pixels based on the shape of the sample or the patch in the
artwork surface. The set of correspondences will be processed to obtain an initial estimation
of the extrinsic parameters, which will be prone to errors due to the manual nature of the
task.
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RTI Prof Fusion GUU

Figure3: Graphical user interfaced manually provide orrespondences between signals from RTI
(left) and microprofilometer (right). In this example the chosen signal has been the normal map
field, and four correspondences have been selected.

The automatic refinement of the registrationbgased on the Mutual Information paradigm.

An optimization framework will search for the optimal set of values in a region of the space
of extrinsic parameters close to the initial rough estimation. For each possible extrasic p
rameters candidate it wilproject the microprofilometry data into the RTI camera sensor
view point. It then computes a pgaixel correlation of the RTI andicroprofilometrysignals,

in order to obtain a cost function evaluation. The scope of the optimization routine is to find
a <t of extrinsic parameters that minimize that cost function. A crucial point in Mutual |
formation approaches is the choice of signals being compared. In our case, a possible (but
not unique or mandatory), useful choice is the normal map field, which ddadle from

both RTI andnicroprofilometrydata. In the first case it can be computed by using classical
Photometric Stereo algorithms, while, for tineicroprofilometer, it can be computed bypa
plying finite difference methods for partial derivatives caumggion across the discrete
depth field. In the case of normal field a possible-piel cost function is a simple dot
product between correspondingormal. Figure4 showssome angular errors at convergence

in the case of sme samples or some very smigsting objects (ancient coins).

Italian Bronzital 10c coin  Italian Copper 10c com ~ Roman Quadrans

Figure4: Angular errors. Colocoded angudr errors (degree) oRTI estimated normals wrt mio-
profilometry.

4.2 Protocol for registration of RTI anchicroprofilometry to global gean-
etry

The protocol for the registration of the RTI (microprofilometry) data onto the global 3D
geometry apgksonly in the case of ONSITE acquisitions of artworks. As stated by the end
user requirements (EUR/MO/02, EUR/PA/02 and EUR/PA/03), the main goal of this protocol
isto map local/punctual measurements onto a global 3D proxy, by finding the position and
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relative orientation of a small, local, planar patch with respect to the global, holistic 3D scan
of an artwork.It should be noted that this location can be approximate, as the coarse 3D
scan serves only as a spatial reference to locate positions on measueifi&iSike ap-
proach).

The main source of this information comes from the component devoted to probe positio
ing (SW/PROBPQOS), which will give the position of the sensor (RiEra@profilometry), and

the corresponding viewing direction, which will pride registration information at acquis

tion time. As a fallback procede, in case acquisitietime registration is not available, a
posthoc registration will be performed. The two approaches are described in the following
subsections. In both cases, thegistration information will be stored as metadata in the
RTlmicroprofilometryarchived information, using the protol described in this document.

4.2.1 Acquisitiontime registration

The SW/PROBPOS module willgeneraluse the mechanical positioningystem (e.g.,
through encoders), or passive/active techniques based on computer vision in ordento co
vey that kind of information

In fact,the positioning system will place the patch based serfBdrl omicroprofilometry)

in front of the region of inteest based on the 3D model. Moreovérwill be assumed in that

all patchbased senmor systems will bealibrated with known shape and sensor position in
their intrinsic reference framesThis allows for the computation of the local plane in the
global 3Dgeometry, and it allows for the registration of this plane to the average plane of
microprofilometerdata. The RTI tanicroprofilometry alignment in sectiord.1 will be the
bridge with which RTI will be aligned to the global 3D.

It should be noted that if the approach of pure mechanical registration results impractical,
another way to register meases taken with local sensors (e.gujcroprofilometeror RT)

and global 3D geometry data could be the exploitation within SW/PROBP@#evhal
cameras or depth sensors that record the entire acquisition setup, i.e., both objects mand se
sors, and the use of manually selected or automatically detected landmarksisinvély,
possibly using also markers to facilitate the accurate landmark detection, it should possible
to recover the joint positioning of thmicroprofilometerand the landmarks of the 3D shape.
The correspondence of the landmarks allows the reconstruatiotihe transformation lik-

ing themicroprofilometerand the 3D scan reference systems (Bagureb).

Figure5: Using external camera/sesor to provide reference 3D space alignment metadata fai-
croprofilometer studies. A similar approach can be used also with RTI acquisition.
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